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Est. 1893

Largest engineering 

association in the EU

Research → Application

Safety/Performance Testing
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We rely on trust – even for basic knowledge
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We rely on trust – even for basic knowledge

„I was born on 5th September 1980“

documentary evidence

birth certificate, hospital 

records, photos, letters, 

...

people („witnesses“)

parents, siblings, medical 

staff, neighbours, registrar,

...
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Three aspects of trusting a person
as a source of knowledge

(1) Honesty, integrity 

(„Does not lie“)

(2) Good judgement / technical expertise

(„Filters information competently and critically“)

(3) Confirmed identity

(„Is who s/he says s/he is“)
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How we decide whether to trust a person

(1) Honesty, integrity 

(„Does not lie“)

(2) Good judgement / technical expertise

(„Filters information competently and critically“)

(3) Confirmed identity

(„Is who s/he says s/he is“)

commercial motives

track record

consistency with 

prior knowledge

organisational 

context & credibility

certification by a 

trusted organisation

risk to a 

fraudster

(perceived) 

majority

transitivity

(indirect trust) ... because we 

WANT to trust

behavioural clues
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Trust in the digital space is much harder to justify

(1) Honesty, integrity 

(„Does not lie“)

(2) Good judgement / technical expertise

(„Filters information competently and critically“)

(3) Confirmed identity

(„Is who s/he says s/he is“)

behavioural clues
track recordtrack record

organisational 

context & credibility

consistency with 

prior knowledge

organisational 

context & credibility

certification by a 

trusted organisation

risk to a 

fraudster

risk to a 

fraudster

(perceived) 

majority

transitivity

(indirect trust)

transitivity

(indirect trust) ... because we 

WANT to trust

commercial motives
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How AI makes trust in the digital space 

even harder ...

... and how to solve this challenge

(1) AI Trust Standard & Label

(2) Authentic pseudonymous identities
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How the reviewer / dealer / manufacturer
of an AI-controlled robot lawnmower can help us trust

What if there was a simple, clear and 

convincing way of answering questions 

such as – 

▪ What are the characteristics of the AI 

that it contains?

How carefully was it trained?

▪ How reliable is the AI?

Is it safe for everyone?

▪ What happens with the data it 

collects, e.g. pictures of my garden?

(not actual ratings for the

lawnmower in the picture)

or               ?
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AI Trust Standard & Label – 
a „short datasheet“that can be attached to AI products

Standard:

describes the metric 

for quantifying 

characteristics

Label:
communicates the 

adherence to the 

standard in a concise 

way



AI Ethics Impact Group
www.ai-ethics-impact.org

European and international 

standardization

▪ CEN-CENELEC Focus 

Group for Artificial 

Intelligence

Roadmap report 

October 2020

▪ IEC SEG 10 Ethics in 

autonomous and artificial 

intelligence applications

Final report July 2021
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Version 1 published in 

April 2022

Comprehensive consortial standard 2021/22
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✓ provides positive differentiation in the marketplace

✓ ensures fair competition

✓ promotes consistency with organisational and societal 

values

✓ facilitates compliance with regulation

✓ supports policymakers in minimising red tape

AI Act compliance and competitive edge
from the same framework



No, only one mode of interpretability is developed 
without regard to target groups‘ needs

15

T1.1 

Is the origin of the 

data documented?

T1. Disclosure of origin of data sets

Transparency

T1.2

 Is it for each 

individual use 

plausible, which data 

is being used?

T1.3 
Are the characteristics of the 

training data set documented and 

disclosed? Are the data sheets to 

the data sets comprehensive?  

Yes, comprehensive logging 
of all training and operating 
data, version control of data 

sets etc.

Yes, logging and version 

control through an 

intermediary (e.g. data 

supplier)

No logging. Data used is not 
controlled or documented in 

any way

Yes, the use of data and the 
individual appication are 

intelligible

Yes, it is intelligible on an 

abstract, not case specific 

level, which data is being 

used

No, but a summary on the data 
usage is available

No

Yes and the data sheets are 
comprehensive

Yes, but the data sheet 

contains few or missing 

information

No

T2.1
Are the modes of interpretability 

oriented toward the needs of the 

target groups and developed with 

them? 

T2. Accessibility

T2.1
Are the modes of interpretability in 

their target group specific form also 

intelligible for the target groups?

Yes

Yes, but without participation of the target groups

Yes, but only toward one target group

Yes, the modes of interpretability have been tested 
with target groups for intelligibility

Yes, target groups can complain or ask when they 

do not understand a mode of interpretability

No

www.linkedin.com/in/sebastianhallensleben                sebastian.hallensleben@vde.com

…

…

…

…



No, only one mode of interpretability is developed 
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T1.1 

Is the origin of the 

data documented?

T1. Disclosure of origin of data sets

Transparency

T1.2

 Is it for each 

individual use 

plausible, which data 

is being used?

T1.3 
Are the characteristics of the 

training data set documented and 

disclosed? Are the data sheets to 

the data sets comprehensive?  

Negative anchor indicator 

"necessary condition"

Prerequisite for T1.2 and T1.3.

Minimum requirement (e.g. E-G)

Yes, comprehensive logging 
of all training and operating 
data, version control of data 

sets etc.

Yes, logging and version 

control through an 

intermediary (e.g. data 

supplier)

No logging. Data used is not 
controlled or documented in 

any way

Yes, the use of data and the 
individual appication are 

intelligible

Yes, it is intelligible on an 

abstract, not case specific 

level, which data is being 

used

No, but a summary on the data 
usage is available

No

Yes and the data sheets are 
comprehensive

Yes, but the data sheet 

contains few or missing 

information

No

T2.1
Are the modes of interpretability 

oriented toward the needs of the 

target groups and developed with 

them? 

T2. Accessibility

T2.1
Are the modes of interpretability in 

their target group specific form also 

intelligible for the target groups?

Yes

Yes, but without participation of the target groups

Yes, but only toward one target group

Yes, the modes of interpretability have been tested 
with target groups for intelligibility

Yes, target groups can complain or ask when they 

do not understand a mode of interpretability

No

Positive anchor indicator 

"sufficient condition"
The fulfilment of one indicator can 

substitute the fulfilment of one or 

more other indicators.

Score indicators
Build on anchor indicators.

Scoring of the score indicators 

are added and averaged to 

determine the level of the label

Based on T1.1

(e.g. from D)

www.linkedin.com/in/sebastianhallensleben                sebastian.hallensleben@vde.com
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Combining complementary work

metrics – tools – governance

Cooperation Germany/France 

announced October 2022,

further consolidation ongoing

 AI Trust Alliance

Towards a European+ approach

JTC21 

For measuring product 
characteristics 
- STANDARDS - 

For communicating product 
characteristics 
- LABEL(S) - 

For proving that standards are 
followed and labels are justified 
- CERTIFICATION / AUDITING - 

For implementing the label and 
achieving good ratings  
- TOOLS / AUTOMATION - 

 

... ... ...

Input

Interoperability
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How AI makes trust in the digital space 

even harder ...

... and how to solve this challenge

(1) AI Trust Standard & Label

(2) Authentic pseudonymous identities



2023-09-05               www.linkedin.com/in/sebastianhallensleben                sebastian.hallensleben@vde.com 19

thispersondoesnotexist.com virtualhumans.org

1 2 3 4 5

6 7 8 9 10
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ChatGPT is only the most recent type of generative AI
that allows creating arbitrary content and arbitrary „people“
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The old

world:

People and

their content

online
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Spam and

simple

bots
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A new

world:
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A new

world:

AI-automated

content and

convincing

bots

fake product reviews

simulated political majorities

fabricated evidence

rejected 

real 

evidence

fake news presenters, 

reporters and influencers

mass-fabricated comments

manipulated stock „buzz“
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Generative AI makes trust even harder

(1) Honesty, integrity 

(„Does not lie“)

(2) Good judgement / technical expertise

(„Filters information competently and critically“)

(3) Confirmed identity

(„Is who s/he says s/he is“)

behavioural clues
track recordtrack record

organisational 

context & credibility

consistency with 

prior knowledge

organisational 

context & credibility

certification by a 

trusted organisation

risk to a 

fraudster

risk to a 

fraudster

(perceived) 

majority

transitivity

(indirect trust)

transitivity

(indirect trust) ... because we 

WANT to trust

commercial motives
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As a real person, how 

do I get a fair share of 

attention?
On what basis can I trust 

a person and 

their content?

„One Person,

One Voice“

… without revealing 

real identities?

How can I reliably 

recognize real people 

and their content?
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trusted,
proven to be 

human

untrusted,
possibly bot

or clone

identity 

public

identity 

protected

John

Jack

Jill
Jane

Anton
Tom

Eva

Laura

Mike

Rosie

unverified 

real names
anonymity

SSI

verified

real names ?
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trusted,
proven to be 

human

untrusted,
possibly bot

or clone

identity 

public

identity 

protected

John

Jack

Jill
Jane

Anton
Tom

Eva

Laura

Mike

Rosie

unverified 

real names
anonymity

SSI

verified

real names

authentic

pseudonyms

„Restricted Identification“ 

TR-03110 / eIDAS tokens

On top of EU ID

✓ guaranteed to belong 

to a physical person

✓ singular in a

given context 

Data Trustees

Identity 

Trustees

Trust 

Anchors

Trust Estimation 

Protocols
Trust Transparency 

Networks

✓ Avoid authoritarian approach

✓ Promote sovereignty

(vs. commercial identities)

✓ “One person, one vote” →

“One person, one voice”

✓ Sustained blocking of users 

possible

The future: an ecosystem of 
digital trust 
based on authentic 
pseudonymous identities
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How AI makes trust in the digital space 

even harder ...

... and how to solve this challenge

(1) AI Trust Standard & Label

(2) Authentic pseudonymous identities
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Takeaway messages

▪ We have to trust other people for almost everything we know.

Enabling trust is therefore important. 

▪ Trust in the digital space is particularly hard.

▪ AI makes trust even more important.

AI also makes trust even harder.

▪ The AI Trust Standard & Label is a mechanism to build trust 

and integrates into the AI governance landscape.

▪ Authentic pseudonymous identities are the basis for a 

sustainable ecosystem of trust in the digital space.



Thank you!

Dr Sebastian Hallensleben

Head of Digitalisation and AI

Tel: +49 170 791 6306

E-Mail: sebastian.hallensleben@vde.com
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sebastian.hallensleben@vde.com



Dr. Emmanuel Kahembwe

CEO @ VDE (UK&I)

AI is Stupid – really?



Showcasing Intelligence – Text to Image

05.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 2



Showcasing Intelligence – Style transfer
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Showcasing Intelligence - Text
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Showcasing Intelligence
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Not Always Genius
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The Dangerous Side
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Why Does AI Mess Up? – A Thought Experiment

05.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 8

Properties:
Blind, Deaf, No Physical Body, From 

a different dimension. Can only read 

1s and 0s from the satellite



Why Does AI Mess Up? – A Thought Experiment
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Observes patterns of all 

communications, learns to predict 

which patterns of 1s and 0s will be 

sent and received between john and 

mary



Why Does AI Mess Up? – A Thought Experiment
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Why Does AI Mess Up? – A Thought Experiment
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Emily M. Bender – August 8, 2023 - ChatGP-why: When, If Ever, Is 

Synthetic Text Safe, Appropriate and Desirable?

So why does AI mess up? – Understanding

05.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 12



▪ The Alien did not learn to communicate effectively with the humans, it just gave likely responses 

to what it received.

▪ It learned the “form” of the data, the structure of the data, but not the meaning in it..

▪ Meaning is a relationship between linguistic “form” and something external to the language (e.g.

intent)

▪ Learning the meaning relation requires access to the full environment under which that form

was given purpose.. It requires grounding the form into the real world so that communicative 

intent can be hypothesized and tested.

▪ ChatGPT is like an alien, that has never been to earth, knows absolutely nothing about it, but 

has observed patterns of 0s and 1s from it.. It has learned to respond with the patterns it thinks 

are likely given what you send it.

▪ This applies to all other AI methods.

▪ If you find ChatGPT responses meaningful, it is not because ChatGPT made sense, but 

because as a human you imparted meaning to them.. You grounded them into your world.

So why does AI mess up?

05.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 13



AI is Stupid – really? 
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AI is Stupid – maybe? 

Does the answer matter?

Yes.. Because it does not understand anything it generates

But that doesn’t mean it cannot be a useful tool in our arsenal 

But like all tools, its use case must be well understood, 

tested and appropriately scoped.



Thank you for your 

attention!

We shape the e-dial future.

Join us.

15

Contacts:

Dr. Emmanuel Kahembwe:

emmanuel.kahembwe@vde.com
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AI Quality & Testing Hub - Challenges in the use of AI in systems 
engineering

Michael Rammensee

September 2023



Paradigm shift in software engineering?

If assumptions on 

models hold, output 

behaves well

Properties derived by 

underlying data
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https://cdn.openai.com/papers/gpt-4.pdf

What does OpenAI do for quality assurance?
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https://cdn.openai.com/papers/gpt-4.pdf

What does OpenAI do for quality assurance?
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DALL·E 2 pre-training mitigations (openai.com)

What does OpenAI do for quality assurance?

https://openai.com/research/dall-e-2-pre-training-mitigations
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What does OpenAI do for quality assurance?

• (Even) more human feedback (RLHF)

• Collaboration with over 50 experts in AI security

• Open-source framework for automatic assessment

https://cdn.openai.com/papers/gpt-4.pdf
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What does OpenAI do for quality assurance?



Different pre-prompts as differentiator on behaviour

2023-09-05 8

https://www.reddit.com/r/bing/comments/11398o3/full_sydney_preprompt_including_rules_and/
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https://www.reddit.com/r/bing/comments/11398o3/full_sydney_preprompt_including_rules_and/

Different pre-prompts as differentiator on behaviour



What are the components of AI quality? 

AI System Quality

• Technical and economic: Driven by technological advancements

• Normative and ethical: Not necessarily easy or cheap to implement

2 Normative and ethical

• Ensuring privacy

• Non discriminative, fair and 

minimization of other biases

• Being transparent and/or 

explainable

• Safe and secure

• Accountable, auditable, and 

liable

1 Technical and economic

• Doing its job

• Works inside performance 

bounds

• Works robustly and efficiently

• Is stable in operation

• Is cheap in operations



Robustness in operations
In production environments

Technical term:

out-of-domain or out-of-

distribution (OOD) problem

Quality in terms of robustness means, that the integrated AI module does not 
produce errors at high rate and fallback mechnisms are in place.



Robustness in operations

Source: Alen Smaijc und Pascal Fischer, https://github.com/alen-smajic/Towards-Explainable-AI-System-for-Traffic-Sign-

Recognition-and-Deployment-in-a-Simulated-Environment

Data samples, that have not been presented to the system in the training phase, have a high chance to produce error prone output. In 
autonomous vehicles, this is a matter of functional safety.

Technical term:

out-of-domain or out-of-

distribution (OOD) problem

Stickers on traffic signs may disturb perception module of autonomous vehicles

Quality in terms of robustness means, that the system is either robust against OOD encounters or has 
proper fallback mechanisms in place.



Robustness in operations
In Large Language Models hallucinations are, when the bot spits out seemingly correct answers, which are factually wrong

Technical term:

Hallucinations in Chatbots 

are referring to the issue of 

seemingly correct answers, 

which are factually wrong.

Quality in terms of robustness means, that the system does not produce hallucinations, when it comes to critical 
communication and decisions towards the insurance claim.



Quality within life cycle

Development

Design, data and model planning

Data quality tools

Quality assured data sets, models, 

foundational models

Properties-by-design

Meta-data descriptions (“Data sheets”)

Versioning

Verify

Verification and validation

Simulation Frameworks

Deployment

Regression tests/reference data sets

Qualified data for regression tests

Intelligent regression tests

Integration to larger systems

Versioning

Monitoring

Operation, analysis and monitoring

Reference data sets

Data drift detection techniques

AI System
Life cycle



The assessment of properties differs for life cycle stages

Aktuelle 

Beschäftigung
ERP-Berater seit 1,5 

Jahren, berufsbegleitendes

Abendstudium

Reisen, neue Kulturen kenne

n lernen, kochen, Familie un

d Freunde wichtiger als Karri

ere

“I want to 

increase 

productivity”

AI Engineer

Adi (35)

Freetime

In my free time I am active in my gym and 
have made friends there. On the weekends 
I like to go on city trips and enjoy longer 
trips. especially since I moved to Germany 
for my Phd degree!

Current occupation AI-Engineer, 3 years

Education
M.Sc.: Computer Science 
Frankfurt, Phd student

Current Location Frankfurt

Freetime

Background

“I am a problem

solver”

MLOps Specialist

Mirco (30)

Freetime

I like to spend my free time with sports or 
with activities with my friends or especially 
with my family. I also like to play ambitious 
games on the console or develop small 
software applications.

Current occupation ML Ops Team Lead, 4 year s

Education
M. Sc. Autonomous Systems TU 

Darmstadt

Current Location Darmstadt

Freetime

Background



Which tools do they use?

Aktuelle 

Beschäftigung
ERP-Berater seit 1,5 

Jahren, berufsbegleitendes

Abendstudium
Reisen, neue Kulturen kenne

n lernen, kochen, Familie un

d Freunde wichtiger als Karri

ere

“I want to 

increase 

productivity”

AI Engineer

Adi (35)

Platforms and programming languages 

MLOps Specialist Platforms and programming languages 

“I am a problem

solver”

Mirco (30)



Example for the trust class of transparency 
Can we map all this to the AI Trust Label?



Example: Autonomous Greenhouse

Annotations are complex meta data and are associated with data sets or derivatives.  

Annotations

2023-09-05 18



Example: Autonomous Greenhouse

Annotations are complex meta data and are associated with data sets or derivatives.  

Annotations

2023-09-05 19



Example: Autonomous Greenhouse

Annotations are complex meta data and are associated with data sets or derivatives.  

Annotations

Bookkeeping mechanisms must be in place for keeping the link to the proper data derivate(s).  

2023-09-05 20



AIGrow – The autonomous Greenhouse 

Aktuelle 

Beschäftigung
ERP-Berater seit 1,5 

Jahren, berufsbegleitendes

Abendstudium

Reisen, neue Kulturen kenn

en lernen, kochen, Familie u

nd Freunde wichtiger als Ka

rriere

“I want to 

increase 

productivity”

AI Engineer

Adi (35)

Freetime

In my free time I am active in my gym and 
have made friends there. On the weekends 
I like to go on city trips and enjoy longer 
trips. especially since I moved to Germany 
for my Phd degree!

Current occupation AI Engineer, 3 years

Education M.Sc.: Computer Science 
Frankfurt, Phd student

Current Location Frankfurt

Freetime

Background



Architecture depends on requirements on transparency and on risk associated with task

"Grey Box"

• Mixture of end-to-end pipelines 

and infused ''knowledge"

• Either on system level or on 

architecture level

"White Box"

• Modular estimates based on 

assumptions

• Well behaved modules in terms of 

uncertainty

End-to-End

p(ϴ)

"Black Box"

• Most powerful in overall 

performance

• Uncertainty not well behaved

• Phase must be covered by 

training data

• Performance relative to input 

data

"Grey Box"

• Mixture of end-to-end pipelines 

and infused ''knowledge"

• Either on system level or on 

architecture level

• Chain-of-thought for Large 

Language Models

"White Box"

• Modular estimates based on 

assumptions

• Well behaved modules in terms of 

uncertainty



Quality within life cycle

Development

Design, data and model planning

Data quality tools

Quality assured data sets, models, 

foundational models

Properties-by-design

Meta-data descriptions (“Data sheets”)

Versioning

Verify

Verification and validation

Simulation Frameworks

Deployment

Regression tests/reference data sets

Qualified data for regression tests

Intelligent regression tests

Integration to larger systems

Versioning

Monitoring

Operation, analysis and monitoring

Reference data sets

Data drift detection techniques

AI System
Life cycle
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Quality assurance & regression testing

Stanford HELM - Leaderboard

https://crfm.stanford.edu/helm/latest/

https://crfm.stanford.edu/helm/latest/
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Quality assurance & regression testing

Huggingface Leaderboard



Regulation & Governement International scope (per 05/2023) Standardization & guidelines

X AI Governance in Japan (AIGJ)

X
(Malaysia) National Artificial
Intelligence Framework (NAIF)

X (Europe) EU AI ACT

X (Canada) Bill C-27 

X (UK) National Artificial 
Intelligence Strategy

X ((US) AI Bill of Rights)

X
The Shanghai Regulations on 
Promoting the Development of 
the AI Industry

X
(US) NIST AI Risk Management 
Framework (RMF)  

X ISO/ IEEE efforts

X
European Standards for 
Artificial Intelligence by CEN-
CLC/JTC 21, and ETSI 

X

‘Ethics Guidelines for 
Trustworthy AI’. High-Level 
Expert Group on Artificial 
Intelligence

X

Japan has issued guidelines on 
research and development and 
utilization

X
Singapore´s initiatives on AI 
governance and ethics

Am I allowed to use LLMs at all?
Examples of regulation and standardisations efforts - International Landscape



• Permissible in compliance with AI requirements and ex-ante conformity assessment in accordance with Art. 

6 & ff.

• Examples: Immigration, Law, Recruitment, Medical Devices, Credit Score

• Admissible, but subject to information/transparency obligations under Art. 52

• Examples: chatbots, emotion recognition systems

• Code of conduct according to Art. 69 

• Examples: spam filters, video games

• Prohibited under Art. 5

• Examples: Social Scoring, Face Recognition, Dark Pattern AI, Manipulation

Risk-based approach: Risk classes in the EU AI Act

Foundation

Models
• Gesonderte Behandlung

• Beispiel für Foundation

Models: ChatGPT

Minimal or no risk

Limited risk

High risk

Unacceptable

Risk

Am I allowed to use LLMs at all? 
Use in relation to EU-AI Act

2023-09-05 27



Implementation of risk classification and derivation of measures

• Risk management system

• Data & Data Governance

• Technical Documentation

• Monitoring / feedback by human 

authority

• Audit trail for operations

• Transparent information and 

communication

• CE - Conformity Assessment

• [...]

Banned in the EU

Permitted in compliance with 

AI requirements and 

conformity assessment

Admissible, but subject to 

information/transparency

Strictly permissible Code of 

Conduct 

pursuant to Art. 69

High risk?

Limited risk?

Foundational

models with

separate obligations

Unacceptable risk?

Is on the list of high-risk applications, e.g.: 

"Credit scoring"

(Annex III, EU AI Act)?

Are some of the applications part of the list of 

limited risks (Title IV (Article 52)), e.g. emotion 

recognition?

z.B. SpamfilterMinimales Risiko?

Are some of the applications on the list for 

unacceptable risks, e.g.: "unwanted 

manipulation of human behavior"?

Am I allowed to use LLMs at all? 
Use in relation to EU-AI Act

2023-09-05 28



Unique partnership between the state and the professional association at the interface of research, 

development, industry and political framework conditions for the responsible use of artificial intelligence 

- a neutral partner

www.aiqualityhub.com

AI Quality & Testing Hub

2023-09-05 29
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Development

Quality criteria 

& Audits

Support for implementation

international regulations

Tools &

Hands-on support
Education & Training

Offers AI Quality & Testing Hub

2023-09-05

www.aiqualityhub.com



Model* Facts Correctness* Robustness*

GPT 3.5,4

Luminous

Claude 

Falcon

31

• GPT-3.5,4,X

• Luminous

• Claude

• Falcon

• Llama 2

Testsuite

Testing of closed and open source large language models
to "Facts Correctness, "Robustness" + X

We want to use 

"ChatGPT"

2023-09-05

Qualityboard

Holistic Evaluation of Language Models 

(HELM) (stanford.edu)

*Exemplary representation

https://crfm.stanford.edu/helm/latest/
https://crfm.stanford.edu/helm/latest/


Dr. Michael Rammensee

Managing Director

m.rammensee@aiqualityhub.com

+49 176 10553180

mailto:m.rammensee@aiqualityhub.com


Inside the EU Commission and AI

Irina Orssich,
Head of Sector AI Policy

European Commission, CNECT A2



• For citizens

• For business

• For the public interest

AI is good …

… but creates some risks

• For the safety of consumers 
and users

• For fundamental rights



European Commission AI Policy 2018-2021

Key initiatives:

➢ European Strategy on AI (April 2018)

➢ Guidelines for Trustworthy AI developed in 2018/2019 by 

the High-Level Expert Group on Artificial Intelligence (HLEG), 

Followed by the ALTAI in 2020

➢ First Coordinated Plan on AI (December 2018)

➢ The Commission's White Paper on AI (February 2020) 

Ecosystem of trust & ecosystem of excellence              

Followed by a public consultation

➢ AI package (April 2021)



AI Package (April 2021)

Coordinated Plan on AI (review from 2018)

Proposal for a legal framework on AI

EXCELLENCE AND TRUST 



Climate and 
environment

Health

Strategy for Robotics 
in the world of AI

Public sector 

Law enforcement, 
immigration and asylum

Mobility

Agriculture

Talent and skills

A policy framework to 
ensure trust in AI 
systems

Promoting the EU vision 
on sustainable and 
trustworthy AI 
in the world

Collaboration 
with stakeholders, 
Public-private Partnership 
on AI, data and robotics 

Research capacities

Testing and 
experimentation (TEFs), 
uptake by SMEs (EDIHs)

Funding and scaling 
innovative ideas and 
solutions

Acquire, pool and share 
policy insights

Tap into the potential of 
data

Foster critical 
computing capacity

FOUR KEY POLICY OBJECTIVES FOR ARTIFICIAL INTELLIGENCE IN EUROPE

Investments: Horizon Europe, Digital Europe, Recovery and Resilience Facility

SET ENABLING CONDITIONS 
FOR AI DEVELOPMENT AND 

UPTAKE IN THE EU

MAKE THE EU 
THE RIGHT PLACE; 

EXCELLENCE FROM LAB 
TO THE MARKET

ENSURE AI TECHNOLOGIES 
WORK FOR PEOPLE

BUILD STRATEGIC 
LEADERSHIP 

IN THE SECTORS



Proposal for the Artificial Intelligence Act
Why a EU regulation on AI?

A tailored regulatory 

response needed

HOWEVERSolid framework 
of EU legislation 
already in place 

at EU and 
national level

Certain 

specific features of AI 
can make application 

and enforcement of the 
existing rules more 

challenging and generate

risks to safety and 
fundamental rights 

The 
Commission’s 
proposal for a 

regulatory 
framework on AI

Complexity         Opacity        

Unpredictability 

Autonomy        Data



AI Act: State of Play (ordinary legislative procedure)

Parliament
Vote in the Plenary :

14 June 2023

Council
General approach: 6 Dec 2022

Trilogues

European Commission
AI Act Proposal: 21 Apr 2021

both adopt legislation

1

2 3
4



Proposal for a Regulation on AI

► “Classic” internal market rules applicable to the placing on the market, putting into service and use of AI

► Horizontal in scope and covering the full AI lifecycle 

► Two main objectives: 

► address risks to safety, health and fundamental rights

► create a single market for trustworthy AI in EU 

► Consistent with and complementing existing EU and national law (incl. on data protection)

Innovation-friendly and risk-based legislation 

► Provide legal certainty to operators and stimulate trust in the market  

► No overregulation: designed to intervene only where strictly needed following a risk-based approach

Horizontal legislation laying down uniform rules for AI in the EU market 

Creates a level playing field for EU and non-EU players

▶ Applicable independent of origin of provider or user 



Risk-based approach

Unacceptable risk
e.g. social scoring by public 

authorities, harmful 
manipulation, real-time RBI 
for law enforcement (with 

exceptions)

High risk
e.g. recruitment, medical 

devices

‘Transparency’ risk
‘Impersonation’ (chatbots), 

deep fakes, emotion 
recognition and biometric 

categorisation 

Minimal or no risk

Prohibited

Permitted subject to compliance 
with AI requirements and ex-ante 
conformity assessment

Permitted but subject to 
information/transparency 
obligations

Permitted with no restrictions, 
voluntary codes of conduct 
possible

*Not mutually 
exclusive



High-risk Artificial Intelligence Systems 
(Title III, Chapter 1 & Annexes II and III)

SAFETY COMPONENTS OF REGULATED PRODUCTS (ANNEX II)

✓ Biometric identification and categorisation of 
natural persons

✓ Management and operation of critical 
infrastructure

✓ Education and vocational training

✓ Employment and workers management, 
access to self-employment

CERTAIN (STAND-ALONE) AI SYSTEMS IN THE FOLLOWING AREAS (ANNEX III)

✓ Access to and enjoyment of essential private 
services and public services and benefits

✓ Law enforcement

✓ Migration, asylum and border control 
management

✓ Administration of justice and democratic 
processes

1

2

(e.g. medical devices, machinery) which are subject to third-party 
assessment under the relevant sectorial legislation

NB! Only the use cases explicitly listed in Annex III are high-risk; 
The Commission can add more through delegated acts to keep the list future proof.



Requirements for high-risk AI (Title III, 
chapter 2)

Use high-quality training, validation and testing datasets 
Implement data governance procedures

Establish documentation in Annex IV and design the system with logging features 
(traceability & auditability)

Ensure appropriate degree of transparency and interpretability of the system by design 
Provide users with information (on how to use the system, its capabilities and limitations, 
potential risks etc.)

Enable human oversight aimed to minimize residual risks (measures built into the system 
and/or to be implemented by users) 

Ensure robustness, accuracy and cybersecurity throughout the lifecycle

Establish and 
implement an 
iterative risk 
management 

process 
(identify & 

mitigate risks)

NB! Harmonised technical standards developed by ESOs will support providers to demonstrate compliance.



► Establish and Implement quality management system in its organisation 

► Draw-up and keep up to date technical documentation 

► Undergo conformity assessment and potentially re-assessment of the system (in case of significant 
modifications)

► Register standalone AI system in EU database (listed in Annex III)

► Sign declaration of conformity and affix CE marking

► Conduct post-market monitoring

► Report serious incidents &malfunctioning leading to breaches to fundamental rights

► Collaborate with market surveillance authorities

P
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Overview: obligations of operators 
(Title III, Chapter 3)

► Operate high-risk AI system in accordance with instructions of use

► Ensure human oversight & monitor operation for possible risks 

► Keep automatically generated logs  

► Report any serious incident & malfunctioning to the provider or distributor 

► Existing legal obligations continue to apply (e.g. under GDPR, sectoral laws)



Next steps

1 2 3

➢ The European Parliament

and the Council started

Trilogues on 14 June

➢ Agreement expected by

end of 2023

➢ Once adopted, 2 or 3 

years of transitional 

period before the 

Regulation becomes 

directly applicable

➢ COM launches an AI 

Pact for companies to 

prepare and implement 

legislation ahead of 

legal deadline

➢ In parallel, harmonized 

standards of 

CEN/CENELEC should 

be ready and support 

operators in the practical 

implementation of the 

new rules& conformity 

assessment procedures  



PROHIBITIONS1

2 HIGH-RISK ANNEX III

• Extends the social scoring prohibition to private 
sector

• Extends the exceptions to the prohibition of real-
time remote biometric identification for law 
enforcement purposes in public spaces

• Extends the social scoring prohibition to private sector
• Prohibits without exceptions ‘real-time’ Remote Biometric 

Identification (RBI) and subjects ‘post’ RBI to prior judicial 
authorization

• Adds new prohibitions for predictive policing, biometric 
categorization based on sensitive data, emotion recognition in 
several areas, scraping of online images

COUNCIL EUROPEAN PARLIAMENT

• Adds 2 use cases (health/life insurance, digital 
infrastructure) and deleted 3 (deep fake detection, 
crime analytics and authenticity of travel 
documents)

• Adds a filter for high-risk classification based on 
‘accessory’ nature of output with power for COM 
to adopt implementing act

• Adds 8 use cases: digital infrastructure, emotion recognition (when 
not prohibited), student monitoring systems, health/life insurance, 
border management systems, prediction of migrations 
trends/border crossings), AI in elections, recommender systems by 
very large social media platforms.

• Adds a filter for high-risk classification based on self-assessment by 
providers & consultation of national authorities

Points for discussion (1)



USER OBLIGATIONS AND REMEDIES3

4 THE GOVERNANCE FRAMEWORK

• Adds obligation for public authorities to 
register use of high-risk AI system in the EU data 
base

• Adds a right to complaint to market 
surveillance authorities

• Adds obligation for public authorities to register use of high-risk AI 
system in the EU data base 

• Additional obligations for users of high-risk AI (inform affected persons 
about use, do a fundamental rights impact assessment, give explanation)

• New chapter on remedies (complaint, judicial remedy, collective redress, 
right to an explanation, whistle-blowers protection)

• Role/nature of AI Board essentially not changed (a 
few more tasks added)

• Enforcement decentralized aligned with existing 
mechanisms/structures (Market Surveillance 
Regulation)

• New support actions for national enforcement 
activities (pool of experts, Union Testing Facility)

• Requires one national supervisory authority (independent)
• AI Office: an independent EU body with legal personality replaces 

AI Board
• AI Office: new governance tasks and coordination enforcement 

powers (in case of widespread infringements)

COUNCIL EUROPEAN PARLIAMENT

Points for discussion (2)



5

6

PRINCIPLES

GENERAL PURPOSE/FOUNDATION MODELS/GENERATIVE AI
• GPAI to comply with requirements & obligations for 

high-risk if it can be used in high-risk context 
(requirements to be adapted by the COM in 
implementing act)

• Providers of GPAI have to collaborate/share 
information with downstream providers

• Foundation models subject to specific requirements: assess and 
mitigate possible risks and harms through appropriate design, testing 
and analysis, data governance measures (incl. assessment of biases), 
appropriate levels of performance, predictability, interpretability, 
corrigibility, safety and cybersecurity, model evaluation with the 
involvement of independent experts, extensive testing, environmental 
standards, technical documentation and intelligible instructions for use; 
quality management and registration in a database

• Generative AI: additional measures to avoid generation of content in 
breach of Union law; transparency content is generated by AI, detailed 
summary of training datasets that are copyright protected 

• Providers of GPAI/foundation models/other components have to 
collaborate/share information with downstream providers

COUNCIL EUROPEAN PARLIAMENT

• No horizontally applicable principles (aligned with 
COM proposal)

• Added AI principles (HLEG key requirements) as “best effort” obligation 
applicable to all AI systems. 

Points for discussion (3)



Thank you
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Neue Technologien und Services

Taking big decisions 

in mobility: Is AI good 

enough to take them 

(yet)?
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H2 or Battery Trains – the ultimate question for us

2 What is AI capable of – so far

Strenghts, weaknesses, 

and an outlook



2.800 diesel trains

CO2 neutrality until 2045 - What can be done?

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 3

2045

net zero 

transportation
H2O

Quo vadis?

TECHNOLOGICAL

OPERATIONAL SYSTEMIC

ECOLOGICAL

ECONOMICAL

360° assessment

?

?

?

Overhead 
lines

Battery 
powered 
trains

Hydrogen 
powered 
trains



▪ How we reached an answer in a conventional manual way

• accumulating a lot of knowledge 

• gaining expertise in battery and hydrogen trains as well as train infrastructure

• building a close knit network of train manufacturers, infrastructure and power 

providers, as well as regional authorities and decision makers

VDE approach – Rail consulting for alternative power 

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 4

with this code 

you can directly 

access the 

VDE rail consulting website



▪ Clearly framing the problem

• what lines, under which operational framework, any possible deviations?

▪ Building consensus on calculation methods

• financial methods, interest rates, varying input variables

▪ Teasing technical information out of train production companies as well as  

modelling  and engineering on their side

▪ Navigating the structural landscape (local and regional authorities)

▪ Constantly validating the approach with various stakeholders to ensure the quality 

of the resulting decisions

• Interviews, open (minded) discussions, bilateral talks, various presentations,…

Which steps did we take?

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 5



▪ Mathematical analysis is quite simple

▪ Underlying conditions are not always clear from the start

▪ Finding an optimal solution requires a lot of push and pull from all stakeholders

▪ Moderation is key 

▪ Personal touch is highly appreciated

▪ Neutral position allows for sometimes unconventional approaches and solutions

Our key takeaways

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 6
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What is AI capable of?

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 7

Compressing Information

Structural Recognition

Big Data Visualisation

ML Feature Development

Recommendation Systems

Market Segmentation

Customer Segmentation

Personalisation & Advertisement

Gaming AI

Robotics

Traffic Management

Autonomous Driving

Sales Forecasting

Weather Forecasting

Demand Prognosis

Power Consumption Forecasting

Customer Value

Object Recognition

Text Recognition

Predictive Targeting

Churn Prediction

Dimensionality

Reduction
Classification

Prognosis 

(Regression)

Cluster 

Analysis

Supervised

Learning

Unsupervised 

Learning

Reinforcement 

Learning

Machine 

Learning



Some highlights from real life projects

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 8



Some highlights from real life projects – Passenger Steering

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 9

© Christoph Soeder/dpa // Andreas Varnhorn – Cannstadter  Zeitung  



Some highlights from real life projects – Vegetation Control, 

Inspection, and Construction

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 10

© jplenio1/freepik.com; Rhomberg Sersa Rail // Arkady Vyrlan;/Freepik.com; Zendel et al., RailSem19,  



Some highlights from real life projects – Train Scheduling and 

Dispatching 

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 11

© Deutsche Bahn // S-Bahn Mitteldeutschland



Simon Weckert: Google Maps Hacks

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 12

▪ Do you trust your traffic App?



What will be possible?

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 13

▪ Situative charging based on 

• demand, availablitily, prices, weather 

forecasts

▪ Autonomous Driving – on tracks and beyond 

• better service

• personnel shortages

• regulation necessary

▪ Comfort for travellers vs. capacity utilization

• steering with soft and strong signals

• colours/lightling

• information

• prices



▪ AI develops into a mighty tool

▪ Applications are widespread in the train sector

• building, maintaining, operating

• infrastructure, trains and rolling stock, power supply, safety, comfort

▪ Making predictions far into the future and taking big (political) 

decisions requires a neutral but nevertheless diplomatic approach 

plus the necessary interpretation and explanation of 

recommendations

▪ In the foreseeable future AI will enable and support the firstly 

mentioned aspects, but it will not be widely used to solely make 

the latter consultations 

Conclusions

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 14
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Discussion

12.09.2023 © VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V. 15

What are your ideas? 

When will AI take over consultancy?

What applications do you see in the long run?



Thank you for your 

kind interest.

Nora Dörr

Neue Technologien und Services

Phone: +49 69 6308 397

Nora.Doerr@vde.com
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Alexander Nollau

Brussels, 09-06-2023

Energy DataX: The Power of 

Data-driven Solutions for 

Sustainable Energy



The Power of Data-driven Solutions for Sustainable Energy

9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies 2

▪ Why Sustainable 
Energy Matters

▪ Overview of Energy 
DataX

▪ Benefits of Data-
driven Solutions

▪ Future Outlook



Why Sustainable Energy Matters
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Quelle: Adobe Stock Tryfonov, Following the Federal Environment Agency (2018)





Theory of Change

9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies 6



On the way to the

All Electric Society

The All Electric Society envisions a world in which regeneratively 

generated electrical energy is economically accessible for everybody 

as the primary form of energy, sustainably powering the growth of 

our society.

Datei
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Levelized cost of generation

▪ In March 2021, Bloomberg New Energy 

Finance found that "renewables are the 

cheapest power option for 71% of global 

GDP and 85% of global power generation. It 

is now cheaper to build a new solar or wind 

farm to meet rising electricity demand or 

replace a retiring generator, than it is to 

build a new fossil fuel-fired power plant. ... 

On a cost basis, wind and solar is the 

best economic choice in markets where 

firm generation resources exist and 

demand is growing."

9



From today's linear value chain in the energy system to a 

network with various possible interactions 



Overview of Energy DataX
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▪ A governance 

framework for data 

access and use

European Data Strategy

▪ Enablers

• High impact 

projects on 

European cloud 

federation

▪ Competence

• User 

empowerment

• Data literacy skills

▪ Rollout of a common 

European data 

spaces



Energy data spaces projects cluster & ecosystem

9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies 13



Workplan of energy data spaces 

9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies 14



On the way to the

All-Electric and Connected Society

9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies 15

Use case: Sector coupling

▪Energy efficiency

▪Balancing of generation 

and consumption

▪Flexibility thanks to 

energy storage and 

consumers



9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies 16

X

Y

Z

Reference architecture model of 

industry 4.0 or smart manufacturing

Smart grid architecture model 

SGAM



Draft AECS Architecture Model
All-Electric

Connected

9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies
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BRIDGE: from SGAM to DERA 3.0 with Data Spaces

9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies 19



Benefits of Data-driven Solutions

S
o
u
rc

e
: 
…

Metamorworks / stock.adobe.com



Submodel 1

21

Versus 

1:n 

m:n 

Data spaces – what is the principle advantage?
Use of specific technologies based on standardized 

principles reduces the effort for mapping of formats 

9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies



General

▪ Distributed information, but central 

registry, data sovereignty

▪ Unified semantic data & units 

needed 

→ common information meta 

models

References like ECLASS or IEC 

CDD or others

▪ Trustworthiness, identification, 

security

▪ Capabilities

▪ exchange between different 

companies / value network

▪ →Smart Contracts

▪ Technical infrastructure: Access, 

API, registries

▪ Smart Standards, open source

▪ …

Key feature of data spaces – and more?

22

Manufacturing-X

Based on AAS, GAIA-X, Catena-X

Developed/initiated by Plattform

Industrie 4.0

GAIA-X

▪ European digital sovereignty

▪ transparency, openness, data 

protection, and security

▪ central and decentralized 

infrastructures to form a "digital 

ecosystem“

▪ common repository, 

decentralised open data

Smart 

contracts

e. g. 

central 

registry

Interfaces

Security, 

identification

Existing data spaces are 

solving already a lot of the 

fundamental requirements

From Manufacturing-X/ 

Plattform 

Industrie 4.0

9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies



Connecting data spaces of various sectors                                            

suggested concept  

Mobility
Building/House

Industry

Power-to-H2/Gas 

Electrolysis + 

Storage

Power-to-Heat 

+ Speicherung

Energy
Power-to-X

Use Case B

Use Case A

Real world with 

devices, sensors, 

applications (edge)

Decentralized "digital twins", 

e.g.  in the company's cloud or 

a sector-specific, cross-

company "Cloud-X" 

Applications access 

semantically defined data 

via registries for their task

Infrastructure



Common semantics (submodel) along the value chain

Connecting data spaces of various sectors                                            

suggested concept

Mobility
Building/House

Industry

Power-to-H2/Gas 

Electrolysis + 

Storage

Power-to-Heat 

+ Speicherung

Energy
Power-to-X

Use Case B

Use Case A

Real world with 

devices, sensors, 

applications (edge)

Decentralized "digital twins", 

e.g.  in the company's cloud or 

a sector-specific, cross-

company "Cloud-X" 

Applications access 

semantically defined data 

via registries for their task

Infrastructure

Registry of 

Registries

Source: based on Plattform Industrie 4.0, Kai Garrels, 

Andreas Orzelski, own picture composition



12.09.2023

Standardizing Industrie 4.0
Submodels describe aspects of an Industrie 4.0 Component

Common  

Semantics

Registry

Companies cooperate digitaly – 

a data space evolves

Common rules:

• Technical

• Organisational / legislative

• Economical

Organised by 

companies

Organised in consortia



Future Outlook

S
o
u
rc

e
: 
…

Metamorworks / stock.adobe.com



27

Exemplary Use Case "Registration of PV system or EV Charging"

Data space

Grid operator

App/Website

"Registration of 

PV system" 

1

2

Federal Network Agency, 

Market Master Data Register:

Upon registration, the DPP or AAS 

of the product PV system and the 

specific project can be accessed 

automatically.

AAS-WallboxAAS-PV

Central registry for 

AAS

Registry

Wallbox

The installer can access the 

DPP or AAS of the PV system 

product for planning or 

registration, while the installer 

can add project-specific data if 

necessary.

Manufacturer provides 

DPP or AAS for his 

product

Grid operator 1

PV

Grid operator 2 … 

34

4
The customer can access the 

DPP or AAS of the PV system 

product via the app and, if 

necessary, add project-specific 

data.

App can access the manufacturer's DPP or AAS 

App comparable to the application of the ZVEI PCF 

ShowCase. Concept can be varied.

The responsible grid operator can 

automatically access the DPP or AAS 

of the PV system product and the 

specific project. The network operator 

can then enter the approval in the 

DPP. 

(If necessary, the responsible 

network operator could also use 

the connection later for current 

operating data.) 

5 All information is stored in one 

place for all roles involved 

and authorized to access 

(administrative simplification 

of data management)

Real world

Decentralized 

"digital twins", e.

Applications access 

semantically defined data 

via registries for their task

9/12/2023 © DKE – VDE Association for Electrical, Electronic & Information Technologies



Sector coupling in buildings

28

Stationary storage EWallbox and e-car

PV, solar thermal 

energy

Heat pump or hot 

water

Electricity 

grid

Smart Home EMS 

Energy

Management 

System

Water

Gas, district 

heating

Storage

Water, heat

House connection

Useful coupling of electricity

production and consumption, with 

charging and thermal management

Flexibility with electrical storage 

(mobile/stationary) and thermal 

storage

Other noteworthy 

electrical consumers 

in the building

• Instantaneous 

water heater

• Air conditioning

• Small wind turbine

• CHP

• …

Intelligent 

metering system
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Power rating and simultaneity factor increase 
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Classic household
Simultaneous power (Ø/15 min.)

approx. 4 kW max.

Prosumer
with PV system, storage tank, 

wallbox & heat pump

Additional

Power consumption

Heat pump

Wallbox 

4 kW

11 kW

15 kW

One household 

No problem, 

because the low-

voltage grid has 

reserves
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The added value of flexibility

30

In the long term, it will not be possible without grid expansion.

The only question is, when and how much?

Double the amount of copper to be buried for a load peak?

Grid expansion without control must be designed to maximum 

load

Peak load shifting enables consumption of a part of the load to a 

later point in time

By means of control, the additional electricity 

consumption can be postponed during 

periods of lower electricity demand

Q
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Possible use case example 

„Sector coupling grid – buildings“?

31

Stationary storage PV open space

Intelligent 

secondary 

substation

Max. power 

(„Envelope “)

Many households with new 

consumers can put a pressure on the 

grid

Grid 
Limitation to maximum power, voltage drop/increase →

Grid expansion or grid-friendly operation of consumers = use of flexibilities

User 
want to feed in or consume as much as possible, whenever they want,

e.g. if it is favorable (e. g. with high renewables feed-in; market)

Public charging station
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Use case example sector coupling - EMS Energy Data Management

Use Case

EMS House 
Use Case

Grid Street 

Real world with 

devices, sensors, 

applications (edge)

Decentralized "digital twins“

Data spaces sectors 

Grid, Mobility and Home

Applications access 

semantically defined data 

via registries for their task

Grid
building

Stationary 

storage

Intelligent 

secondary 

substation

Public charging 

station

Energy
Mobility Data space building
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Registry of Registries

Registry E-Mobility Registry Building
Registry Grid



Thank you

for your attention!

Your contact:

Alexander Nollau

Head of Energy

Phone +49 69 6308-223

alexander.nollau@vde.com

We are building the e-dialistic future.

Please join us.
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Who cares? – Digital Responsibility and 
Trust in the Age of Artificial Intelligence.

Ferdinand Ferroli

Director Policy & Research

Identity Valley
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Identity Valley?
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TRUST & RESPONSIBILITY 

IN THE DIGITAL WORLD



© Identity Valley 2023

The „privacy paradox“ - 2001

“A: […]... its quite worrying to think how much 

information about me is on the web, you’re 

shopping habits, what food you eat, what 

cigarettes you buy.

[…]

B: But it doesn’t stop you from doing it?

A: No …”

Source: Brown, Barry (2001), Studying the Internet Experience, p. 17
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The „privacy paradox“ - 2023

Source: 2022 Edelman Trust Barometer Special Report: Trust in Technology (n=15,000)
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The „privacy paradox“ – 2023: 6 months of ChatGPT



© Identity Valley 2023

The „privacy paradox“ - 2023

Jan Leike, Alignment team lead at OpenAI
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The „privacy paradox“ - 2023

1 million users: 5 days 100 million users: 2 months
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PRIVACY PARADOX

TRUST PARADOX
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More and more parts of our lives are going

digital, complexity is rising…

Brain-computer-interfaces

Generative AI

Metaverses

IoT sensors
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HOW DID WE GET HERE?

How can we guide developers, providers and politics towards responsible 
technology and empower people to make informed choices?

Developers & providers 

of technology

Politics

LACK OF ORIENTATION LACK OF INFORMATION

Users of technology
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PROVIDE GUIDANCE 

&

REDUCE 

COMPLEXITY 
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Sustainability & Climate
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Nachhaltigkeit & Klima

& 
Digital Transformation
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Digital Responsibility Goals providing guidance. 
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MEASURE 

TRUST? 
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Digital Responsiblity Goals: Guiding Criteria
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DRG „Responsible Tech Check“
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DRG „Responsible Tech Check“
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Measurable criteria will enable transparency and 

comparability
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DRG „Trust by Design Playbook“
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Key questions that should 
guide the development 
process

Additional Resources / 
Information / Manuals

Checklist with instructions for 
implementation ordered by 
degree of importance for digital 
responsibility

DRG „Trust by Design Playbook“



© Identity Valley 2023

WHO CARES? 
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Technology & Society are deeply intertwined
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WHAT IF IT 

WAS YOU?
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Let´s get in touch:
identityvalley.org

linkedin.com/company/identityvalley

Identity Valley.
It´s all about trust.

Jutta Juliane Meier
Founder & CEO  

jj.meier@identityvalley.org

linkedin.com/in/juttajulianemeier

Ferdinand Ferroli
Director Policy & Research

f.ferroli@identityvalley.org  

linkedin.com/in/ferdinand-ferroli

Thanks for your attention.



The Digital Product Passport 

– digital and sustainable 

Dr. Jens Gayko – SCI 4.0

Brussels, September 06th, 2023
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Digital product passport – Demanded 
by politicians...

European Green Deal 

"[...] for example, an electronic product 
passport could provide information about the 
origin, composition, repair and disassembly 
options of a product, as well as its handling 
at the end of its service life.

• March 2022: EC publishes legislative 
proposal for an Ecodesign Requirement 
for sustainable Products (ESPR)

• Mid 2025: Adoption of ESPR

• 2026: Adoption of DPP for selected 
products 

March 2022:

EC publishes legislative proposal for an 
Ecodesign Requirement for sustainable 
Products 
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ESPR 
Ecodesign for Sustainable Product Regulation 
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ESPR 
Ecodesign for Sustainable Product Regulation 
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ESPR 
Ecodesign for Sustainable Product Regulation 

6
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According to ESPR there is aclear focus of DPP: 

DPP – Requested by EC…

7

Products 

DPP could be the basis for an information exchange to fulfill regulatory requirements

Ecological sustainability 
by using Circular Economy

DPP according 
ESPR

7
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According to ESPR there is aclear focus of DPP: 

DPP – Requested by EC…

8

Products 

• Components
• Materials 
• Services – e.g. energy consumption of IT-

services 

• Social sustainability
• Aspects of Quality Infrastructure (QI) 

(Declarations of conformity, Certificates, …)
• User informations, manuals, …

DPP could be the basis for an information exchange to fulfill regulatory requirements

Ecological sustainability 
by using Circular Economy

DPP according 
ESPR

8



DPP design

Digital Product Passport

• All standards and protocols related to the IT 

architecture, like standards on:

➢ Data carriers and unique identifiers

➢ Access rights management

➢ Interoperability (technical, semantic, 

organisation), including data exchange 

protocols and formats

➢ Data storage

➢ Data processing (introduction, 

modification, update)

➢ Data authentication, reliability, and 

integrity

➢ Data security and privacy

• The DPP registry

• Economic operator’s name, registered trade 

name

• Global Trade Identification Number or equivalent

• TARIC code or equivalent

• Global location number or equivalent

• Authorised representative

• …

Possible Track & Trace identifiers

Example of potential attributes

• Description of the material, component, or product

• Recycled content

• Substances of concern

• Environmental footprint profile

• Classes of performance

• Technical parameters

• …

DPP-system

(to be developed before DPP deployment)

DPP-data

(to be identified when developing product-

group specific secondary legislation)
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Digital Product Passport – CIRPASS

• Funded by the EC, CIRPASS is a 
collaborative initiative for the gradual 
piloting and deployment of a standards-
based DPP 

• The work of CIRPASS is aligned with the 
requirements of the Proposal for Ecodesign
for Sustainable Product Regulations (ESPR)

• The initial focus is on the electronics, 
batteries, and textile sectors. 

• The project consortium is composed of 31 
partners representing thousands 
stakeholders across Europe and beyond.

• Additional information can be found her: 
https://cirpassproject.eu/about-cirpass/

Shaping the future of the 
Digital Product Passport (DPP)



Components of the DPP system – Concept from CIRPASS 

12
Source: CIRPASS 
project (modified)



Components of the DPP system – Concept from CIRPASS 

13
Source: CIRPASS 
project (modified)

Obligation to provide a DPP „downstream“



Components of the DPP system – Concept from CIRPASS 

14
Source: CIRPASS 
project (modified)

Obligation to provide a DPP „downstream“

Need for a data space 
approach along the supply 

chain „upstream“
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“DPP4.0” Combines Industry 4.0 with 
Digital Product Passport  



Industrie 4.0 + DPP = „DPP 4.0“ 

ESPR-Requirements 

Industrie 4.0 

Asset Administration Shell – IEC 63278-series
Identification Link – IEC 61406-series 
Digital Nameplate 
IEC Common Data Dictionary  
Cyber-Security 
Access Control 
…

DPP4.0 

17
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EU project CIRPASS-2 ? 

Overall Timeline DPP Regulation and Standardization: 
Regulatory – Research – Standardization

19

03/2022

ESPR Proposal 
Adoption of 

ESPR 

Adoption of DPP for 
first products 

End 2025 202610/2022 Q2/2023

EU Standardization 
request DPP

EU project CIRPASS

Q1/2024

Trilogue 
negotiations

Standardization work on DPP4.0 



Key Element: Interoperability  
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1. „technical“ Interoperabilty
• Principles of „Industrie 4.0“ enable semantic interoperability
→ from exchanging and reading data to understanding 

• reducing cost for integration 
2. „regulatory“ interoperability 

• Based EU values
• Sovereignty is important for EU economy with many SMEs
• Established principles of EU single market can be applied to data economy 
→ Standards play a central role 

3. „social“ interoperability 
• Open standards developed on a level playing field are key for trust 
• No wide application without trust  
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Thank you very much 

12/09/2023

The Digital Product Pasport can pave the way for including 

data economy in the EU single market. 


